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Warbots and Due Care 
The Cognitive Limitations 
of Autonomous and Human 
Combatants
Maj. Jules Hurst, U.S. Army Reserve

During World War II, pilots relied on analog 
calculators and heuristics to place their 
bombs on target. By the 1980s, targeting 

computers notified pilots precisely when to release 
their munitions. The failure of the pilot to release 
munitions at the correct moment could result in 
munitions missing their target by large distances, 

all dependent on the aircraft’s altitude, speed, and 
orientation. Today, the large launch acceptability 
regions of precision-guided munitions (PGMs) re-
quire pilots to exercise significantly less skill to place 
bombs on target. If a PGM misses a positively identi-
fied target, fault likely lies with the warhead, not the 
pilot’s release technique.

The image artistically portrays the self-searching and identity evolution of humans as they sort through how to incorporate more and more 
sophisticated technology. The author of the article examines how jus in bello responsibility will have to shift radically as autonomous weap-
ons systems grow in sophistication. (Photo courtesy of Pixabay)
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The proliferation of semiautonomous systems on 
the battlefield will further this trend. As computers 
take on increased warfighting responsibilities, equip-
ment malfunctions will make up an increased percent-
age of weapon employment errors. Soldiers can easily 
digest the error rates and circular-error probables of 
precision weapons, but the errors a semiautonomous 
warbot could make might be more troublesome to 
divine. Accurate analysis of these failures may require 
both knowledge of the algorithms that drove the robot’s 
decisions and the code that executed them. An F-35 
Joint Strike Fighter already requires eight million lines 
of code to power its flight, but future semiautonomous 
systems will need more.1 

The complexity of future warbot decision-making 
will potentially make combatant attempts to exercise 
jus in bello responsibilities—just conduct in war—in-
creasingly difficult. In parallel with their capability, 
warbots will exercise greater latitude on the battlefield, 
and their decision-making parameters will be largely 
set before they leave the factory, potentially unmodifi-
able by the soldiers who employ them. Society imposes 
ethical responsibility proportionate to an individual 
or an organization’s ability to control the actions in 
question. When lethal autonomous systems proliferate 
on the battlefield, combatants may not be the dominant 
force in controlling their activities. Instead, the acquisi-
tion officials and engineers who acquire and construct 
these systems will likely have the most influence on 
warbot battlefield behavior. Accordingly, jus in bello 
concepts must be updated to account for the greater re-
sponsibility that noncombatants in the weapon-system 
acquisition chain will hold in affecting ethical behavior 
on the battlefield.  

Which Autonomous Systems?
Not all lethal autonomous weapon systems 

(LAWS) will complicate combatant attempts to 
exercise ethical responsibilities in war. If advances in 
neural networks and computer science provide LAWS 
with decision-making capabilities and sensory per-
ception analogous to human beings; logically, jus in 
bello worries will be no worse than those for human 
combatants. Regardless, there will undoubtedly be a 
transition period between the achievement of hu-
man-level artificial intelligence and the appearance of 
warbots on the battlefield. 

Expert estimates of when human-like artificial 
intelligence (AI) will appear vary wildly. In 2012, ana-
lysts from the Machine Intelligence Research Institute 
examined 257 expert and nonexpert literary predic-
tions of when machines would achieve human-com-
parable cognitive performance. These predictions 
stretched from 1980 to beyond 2100. The majority 
clustered between 2020 and 2060.2 No expert consen-
sus on the arrival date of human-comparable AI exists, 
nor is there a precise definition of the term. Besides, 
the creation of machines with human-like intelligence 
will not necessarily coincide with machines achieving 
a human-comparable ability to perceive their environ-
ments.3 Intelligence and sensory perception are inde-
pendent abilities; ask someone handicapped by hearing 
loss or blindness at your peril. Human-like AI could 
remain a long way away, and even upon its arrival, hu-
man-level AI may only be achievable through the use of 
a room-sized computer or quantum processors in sub-
zero temperatures.4 Moreover, it will likely take many 
years to cost-effectively miniaturize human-level AI for 
deployment in tactical weapon systems, just like it took 
decades for personal computers to become financially 
and technologically viable.5

The Transition Period between 
Human-level AI and Combat-
Capable Warbots

Regardless of when robots achieve intellectual 
and sensory parity to human beings, there will almost 
certainly be a transition period prior to human-equiv-
alent AI where nations place LAWS on the battlefield 
because of machine advantages in performing narrowly 
defined tasks.6 

 With few exceptions, 
machines can outper-
form human beings in 
any narrowly defined 
role. The utilization 
of automated weapon 
systems in well-defined, 
routine tasks already 
offers the United States 
and other sophisticated 
forces tremendous tac-
tical advantages. These 
advantages will grow in 
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parallel with technological gains and military cultural 
comfort with their employment. The capability to em-
ploy machines with subhuman levels of artificial intel-
ligence in structured tasks (narrow AI) already factors 
heavily into a nation’s military prowess. Over the long 
term, it will become even more important.7 The tempta-
tion for nations to grant robots lethal autonomy before 
they reach human levels of cognition and perception will 
be enormous. 

Current U.S. policy restricts development of robotic 
vehicles to those that “allow commanders and operators 
to exercise appropriate levels of human judgment over 
the use of force,” but the U.S. military might abandon 
this directive during conflict for practical reasons.8 

Unless the international community successfully 
imposes an arms control regime that bans killer robots 
or constrains their use through international law or es-
tablished norms, belligerent nations could easily justify 
the use of LAWS as a necessity in a protracted or even 
limited conflict.9 Even if the international community 
establishes an arms control regime or legislation gov-
erning the use of autonomous systems, history shows 
that states quickly violate these agreements when 
necessity or desire arises. In the 1930s, the Japanese 
empire and Third Reich both withdrew from or violat-
ed arms-related provisions of the Washington Naval 
Treaty and the Treaty of Versailles.10 More liberal 
regimes also tend to disregard international provisions 
or agreements as it suits them. Just fifteen years ago, 
President George W. Bush withdrew the United States 
from the Anti-Ballistic Missile Defense Treaty signed 
with the Soviet Union in 1972 to begin construction of 
a national missile defense system.11 

When a significant party to an arms control treaty 
defects for military advantage, potential adversaries 
to that party and signatories to the treaty lose incen-
tives to comply with its provisions; one bad apple ruins 
the whole bunch. If the military advantage of fielding 
lethal systems with narrow AI seems large enough, 
countries could rapidly modify internal restrictions 
or disregard treaties and norms. These policy changes 
could even arise out of well-intentioned military uses. 
The Western world continues to deploy tens of thou-
sands of soldiers to combat terrorist threats in Africa, 
Asia, and the Middle East. Deployment of LAWS in 
place of human soldiers may be appealing to democrat-
ically elected regimes who need to balance electorate 

demands for national security with public unwilling-
ness to endure wartime casualties.12 

If the international community does manage to 
effectively enforce bans on killer robots, autonomous 
systems may still have opportunities to make lethal 
battlefield decisions. Assuming that nations field offen-
sive robotic systems, even with a human in-the-loop, 
warbots suffering electronic- or cyberattack could find 
themselves cut off from human controllers by enemy 
(or friendly) electronic attacks.13 Militaries worldwide 
have embraced the expansion of electronic warfare 
capabilities to all echelons, largely spurred by modern 
reliance on wireless communication and threats from 
improvised explosive devices and drones. China and 
Russia, in particular, aspire to block the tactical com-
munications of an opposing force, a potential difficulty 
for U.S. forces accustomed to unimpeded command 
and control.14 Warbots roaming the battlefield could 
easily be cut off from human control by an electronic 
attack or modified through cyber means. 

Alternatively, damage to warbots could render them 
incapable of receiving or processing human control 
inputs. Malfunctioning warbots or autonomous systems 
separated from controllers could act like twenty-first 
century war elephants, weapon systems capable of 
inflicting tremendous damage to friend or foe under 
tenuous control. Whether damaged or under electronic 
attack, fail-safes could be installed that force autono-
mous systems to cease lethal activities if they lose con-
tact with human controllers, but other nations may not 
follow the same rules of engagement. If warbots become 
essential to military success, denying robots a form of 
autonomous lethal authority could be a war loser. 

Placing humans in-the-loop or on-the-loop may 
not drastically reduce the risk of jus in bello viola-
tions by warbots because of human tendencies to de-
fer to machine judgment when information is limited 
or in stressful situations. Human warbot controllers, 
like the drone operators of today, might make lethal 
decisions based on information supplied to them 
through remote sensors or even nonvisual readouts 
in a bandwidth-constrained area. Future warbots 
may even possess an ability to tersely explain their 
process for reaching a decision to an operator, but 
this will not necessarily remove the risk of human 
deference to machines if operators lack combat or 
system experience.15 As Dr. John Hawley notes in his 
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paper “Patriot Wars: Automation and the Patriot Air 
and Missile Defense System,” “an automated system 
in the hands of an inadequately trained crew is a de 
facto fully automated system.”16 Other researchers 
have noted the same kind of trust in machines during 
emergencies. In a 2015 study at Georgia Tech, partic-
ipants followed a robot guide to a conference room 
and observed the robot make numerous navigational 
mistakes on the trip there. After arriving at the con-
ference room, the researchers set off the building’s 
fire alarm. Despite observing the robot make naviga-
tional mistakes just minutes prior, every participant 
in the study chose to follow the robot guide out of the 
potentially burning building.17

 Despite U.S. reservations about the employment of 
future lethal autonomous machines, air defense systems 
have already entered a transitory period where “smart” 
weapons possess the capability and authority to make 

lethal decisions. The Patriot Air Defense System, Aegis 
Combat System, and Close-In Weapon System all 
feature automatic modes that place target classification 
and engagement systems in the hands of fire control 
computers.18 All three have seen combat, and each sys-
tem has misclassified and engaged a friendly or neutral 
target resulting in injuries to allies or noncombatants.19 
In many of these instances, fratricide or collateral 
damage resulted from human misunderstanding of 
air defense system algorithms or operators placing too 
much trust in fire control system target identification. 
These errors are not limited to U.S. systems. The 2015 
shoot down of Malaysian Air Flight 17 by a Ukrainian 
separatist-controlled SA-11 likely typifies the same 
kind of human-machine teaming error.20 

Future lethal autonomous systems will encounter 
significantly more complex situations than the auto-
mated air defense systems of today because they will 

A standard missile 3 (SM-3) is launched from the Aegis Combat System-equipped Arleigh Burke class destroyer USS Decatur 22 June 2007 
during a Missile Defense Agency ballistic missile flight test. Minutes later the SM-3 intercepted a ballistic-missile threat target launched 
from the Pacific Missile Range Facility, Barking Sands, Kauai, Hawaii. It was the first time such a test was conducted from a ballistic missile 
defense equipped-U.S. Navy destroyer. The Aegis Combat System has an automatic mode that allows fire-control computers to identify 
and engage targets with no humans in the loop. (Photo courtesy of U.S. Navy) 
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be self-mobile and deployed across a greater range of 
environments (air, land, sea, space).  Lethal autono-
mous weapon systems will also interact with a greater 
diversity of threats and more importantly, interact 
with human beings in a greater number of scenari-
os.21 Additionally, LAWS may operate at considerable 
distance from their human controllers and supervisors. 
This mobility will give warbots the ability to place 
themselves in unforeseen circumstances, magnifying 
the likelihood that robots will encounter situations 
outside of their logical depth, beyond the scope or ca-
pacity of their internal algorithms to solve. 

Warbot Difficulty in Following 
Just War Principles

Recognizing and employing lethal force against po-
tential targets indiscriminately on the battlefield takes 
significantly less cognitive calculation than employing 
force justly. It does not matter if the combatant is 
human or robotic. Human soldiers concerned with 
following the jus in bello principles of discrimination, 
proportionality, and military necessity draw on vast 
stores of cultural and experiential knowledge to avoid 
inflicting unnecessary suffering on noncombatants. 
They also unconsciously develop heuristics and quick-
ly integrate seemingly unrelated pieces of informa-
tion into their decision-making. Machines generally 
struggle to create their own rules of thumb or relate 
disparate data as well as human beings and may not 
attain human-like capacity to do so.22 The sections 
below explain three major jus in bello principles and 
why warbots may struggle to adhere to them. 

Discrimination. Once war begins, able-bodied 
soldiers and combatants are subject to attack at any 
time.23 When an individual takes up arms, he or 
she loses the civilian immunity that prevents being 
targeted by lethal force. As these combatants lose 
their civilian rights, they gain others in turn. They 
are now free to attack other combatants. Combatants 
only regain their immunity from attack by physically 
losing their ability to harm others (by becoming se-
verely wounded) or permanently resigning their role; 
if a soldier’s term of enlistment ends and he or she 
returns home, that person is no longer a legitimate 
military target. 

If tasked with target identification, LAWS will 
likely struggle to discriminate between combatants 

and noncombatants outside of conventional war, just 
as human soldiers do. In the multitude of conflicts 
raging across the earth (e.g., Syria, Ukraine, Iraq, and 
Afghanistan), large portions of the combatant popula-
tion exist outside of conventional military structures. 
Homogenous uniforms or identical weapon systems 
do not identify them as warfighters. Today, object 
recognition software allows machines to detect and 
classify objects by comparing them to pictures held in 
internal databases—warbots can classify an AK-47 or 
a T-72 tank and conclude that the individuals associ-
ated with it are a threat. 

Software, however, cannot make these same 
conclusions if the combatant is not holding a tradi-
tional weapon system or an object with dual uses—an 
insurgent using a cellphone to detonate an improvised 
explosive device closely resembles a bystander sending 
a text. It takes the processing power of a human mind 
to do that. To make this kind of judgment, a young in-
fantryman has to evaluate intentions from the insur-
gent’s visual cues and conduct pattern-of-life analysis 
of civilians and insurgent activity in the area, rapidly 
pulling information from past experiences and train-
ing. All of this occurs in a matter of seconds. Lethal 
autonomous weapon systems will not perform this 
task or others that require the complicated heuristic 
models of biological minds well. Google’s self-driving 
car sometimes struggles to get through a four-way 
stop because it is unable to read the intentions of the 
human drivers around it.24 

These microanalyses are important. If a LAWS 
comes across a wounded combatant, how will it deter-
mine if he or she is incapacitated? How will a machine 
accept a surrender from weapon-carrying soldiers so 
that prisoners of war are treated fairly? Algorithms 
can be written that supply the machines with some 
capacity to do this, but they will likely fall far short of 
human levels for the foreseeable future. Warbots may 
identify blatant combatants with ease but struggle to 
separate noncombatants and irregular soldiers.25

Proportionality. In addition to discrimination in 
the use of force, just war theory demands that “the 
destruction needed to fulfill a military goal is pro-
portional to the good of achieving it.”26 In short, to 
use force appropriate to the target—no need to drop 
a five hundred-pound bomb on an AK-47 wielding 
insurgent when a 5.56 mm round will do. Failure to 
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abide by this principle increases the likelihood of 
unnecessary collateral damage and excessive loss of 
combatant lives. 

Warbots will struggle to make proportionality 
decisions without human input.27 Software developers 
can engineer a LAWS to follow preprogrammed rules 
of engagement: restrictions on the caliber of weapons 
employed in urban areas, no fire zones, etc., and com-
manders can apply all kinds of geographic boundaries 
and fire support control measures to retard excessive 
use of force and fratricide by robots. But, even with 
these restrictions, LAWS will inevitably fall short if 
human controllers fail to predict what kinds of control 
measures are needed. In mercurial combat, this will 
severely test human foresight. 

Estimating collateral damage, an essential element 
of proportionality, requires a multitude of predictions 
and assumptions. Human minds just make it appear 

easy. If an infantryman takes fire from a building in an 
urban environment, he or she automatically considers 
the function of that structure and the potential pres-
ence of noncombatants before retaliating. Humans 
unconsciously examine the structural material, de-
sign, and building signage among other inputs before 

comparing them to an archive of architectural infor-
mation developed over a lifetime. Human minds have 
massive storage capacity and incredible recall capa-
bilities that allow them to quickly retrieve seemingly 
unrelated pieces of information and apply them to new 
problems.28 Current computer systems do not. 

Proportionality judgments require more than 
structural identification. Without strain, human beings 
analyze the effects of time of day, cultural settings, and 
days of the week on civilian patterns of life—you are 
unlikely to kill many civilians by bombing a church at 
midnight on Wednesday during most of the year but 
could kill scores if it was Christmas Eve. The ability of 
LAWS to make these kinds of conclusions under com-
bat timelines remains suspect at best. Programmers can 
write algorithms to approximate these human decision 
cycles, but accounting for all possible variations will 
be nearly impossible. Differences between robotic and 

human sensory capabilities will pose 
difficulties.29 Furthermore, tacti-
cal-level warbots may not possess 
sufficient memory to accommodate 
the needed databases or comput-
ing power to cross-reference them 
without becoming cost-ineffective 
or tying into a nearby cloud.

Military necessity. Targets of 
violence in war must be legitimate, 
attacked to accomplish an objective 
that aids in the defeat of an enemy 
force. Even the murder of combat-
ants for purposes separate from a 
military objective can be unnec-
essary.30 This requirement poses 
difficulty for warfighters at both 
the strategic and tactical levels. The 
course of war is unpredictable. It is 
often hard to evaluate if an attack is 
necessary or not. 

Lethal autonomous weapon 
systems will have trouble making 

this determination as well. Imagine that a LAWS 
locates a terrorist plotting to drive a vehicle-borne 
improvised explosive device (VBIED) into a U.S. em-
bassy sometime in the next few days. The terrorist has 
his eight-year-old child next to him. Is it a military 
necessity for the LAWS to attack him now? Or should 

A materials researcher examines experimental data on the Autonomous Research System 
(ARES) artificial intelligence planner. The system, developed by the Air Force Research Lab-
oratory, uses artificial intelligence to design, execute, and analyze experiments at a faster 
pace than traditional scientific research methods. (Photo courtesy of the Department of 
Defense)
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it wait until the terrorist is alone even if it might allow 
the VBIED attack to occur? Decisions such as these 
are challenging even if the greater context that neces-
sitates action is understood. A human decision-maker 
could make probabilistic calculations regarding how 
likely the terrorist would be to successfully execute 
the VBIED attack or how successful ground forces 
would be in capturing the terrorist if the warbot did 
not strike. A tactical-level robot will probably not 
have access to the external information or the broader 
situational awareness to make an estimate.

Human soldiers struggle to fulfill their jus in bello 
responsibilities to perfection now. Warbots with subhu-
man intelligence will likely struggle even more. If human 
controllers and supervisors hope to prevent LAWS from 
violating the rules of discrimination, proportionality, and 
military necessity, they will need to be thoroughly versed 
in the parameters that guide their warbots’ selection and 
engagement of targets. Soldiers will be asked to assume 
responsibility for the decisions automated weapon 
systems make on the battlefield. Air defense systems and 
fire-and-forget munitions carry similar burdens now, but 
the greater autonomy of self-maneuvering warbots will 
make these burdens greater. 

Though imperfect, military working dogs of-
fer the closest analogy. When a handler releases a 
military working dog on the battlefield, he does not 
fire a weapon. He deploys a weapon system that 
makes its own engagement decisions. To ensure the 
effectiveness of the military working dog in com-
bat and prevent ethical violations and fratricide, 
the military working dog goes through months of 
intense training alongside its handler. The handler 
relies on this training to guide the animal through 
simple tasks and learns to understand the strengths 
and weaknesses of his or her military working dog.31 
Warbot handlers might undergo a similar train-up 
with LAWS in virtual and physical environments 
but may have greater difficulty in using the experi-
ence to gain insight into warbot behaviors. Despite 
differences in scale, shared senses (e.g., sight, hear-
ing, smell), thought patterns, and emotions (e.g., 
fear, excitement) provide human and canine with an 
evolutionary baseline to understand one another. A 
human being can watch a dog interact with his envi-
ronment and at least partially understand its intent, 
motivations, and thoughts. Stark differences between 

human and machine perception and cognition will 
frustrate human efforts to develop this same level of 
understanding with warbots.  

Understanding Warbot 
Decision-Making

Algorithms—processes defined by coders for com-
puters to solve problems—are the building blocks of 
software. Software developers may combine hundreds 
or thousands of algorithms to create a software pro-
gram that makes decisions without any awareness from 
the user. Users manipulate a graphic-user interface 
that executes scripts from a higher-level programming 
language, which is then translated into binary inputs 
for the computer’s central processing unit. These levels 
of abstraction hide the machine’s actual decision-mak-
ing process from the user and the numerous heuristics, 
assumptions, and flaws that coders intentionally or 
unwittingly include within programs. As AI experts 
increasingly use machine learning and deep learning 
techniques to allow machines to craft their algorithms, 
these biases may become more opaque. Machine 
learning techniques allow algorithms to create gener-
alizations and analyze patterns based on the evalua-
tion of training data; the algorithms effectively teach 
themselves through trial and error. Machine learning 
reliance on training data allows computer scientists to 
unconsciously insert significant biases into algorithms 
through their selection of data inputs.32 For instance, 
a facial recognition algorithm that used high school 
yearbooks from the American Midwest as train-
ing data might struggle to identify ethnic minorities 
when employed because of a dearth of examples in its 
training data. In a commercial context, this kind of 
bias resulting from human selection of training data is 
embarrassing. With LAWS, it is deadly. 

Imagine designing an algorithm to identify an 
armed military-age male. Programmers could accom-
plish this in a variety of ways. The software could use 
sensors to measure the height of a potential target to 
confirm adulthood, look for facial hair or measure 
shoulder-to-waist ratios to assess gender, and estimate 
the potential target’s body mass to compare to averages 
for adults and children. Sensor accuracy permitting, 
the program could even measure objects held by the 
potential target to determine if they match specifica-
tions for weapons stored in the warbot’s memory.
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Each of these determinations would require the 
execution of algorithms that compare and apply data 
captured by the warbot’s sensors to internally held 
databases and predeveloped algorithms. This warbot 
algorithm could fail in its task to identify armed mil-
itary-age males in various ways: (1) The robot could 
lack the precision to make the determination; its visual 
sensors might be unable to identify objects or measure 
heights beyond a certain distance, and the algorithm 
might force it to make a decision anyway. (2) The war-
bot’s databases could contain insufficient information; 
the target, for instance, might be holding a model of 
firearm that was not in the algorithm’s training data or 
it could have modifications that make it unrecogniz-
able to the machine. (3) The programmer’s heuristics 
or assumptions for making the decision could possess 
flaws or make false assumptions. If the algorithm 
attempted to identify objects as female or male based 
on height and body mass, it could run into issues if it 
failed to factor in the potential target’s nationality and/

or ethnicity—the average Scandinavian woman is taller 
than the average Chinese male and likely weighs an 
equal amount.33 Alternatively, a weapon-identifying 
algorithm might classify a hunting rifle as a tool and an 
AK-47 as a weapon based on the judgments of a soft-
ware engineer, even though both are lethal. 

Almost every algorithm contains the inherent bias-
es and value judgments of the people that create them 
and the training data they select.34 Soldiers tasked with 
monitoring and controlling lethal autonomous systems 
will need to be familiar with the biases and value judg-
ment imparted into weapon system software to avoid 
accidents and law of armed conflict violations.

Understanding these value judgments and recognizing 
when they will affect operational performance may be eas-
ier than it sounds. The algorithms that power LAWS will 
be incredibly dense. Warbots may rely on millions of lines 
of code to operate, and each of them will have embedded 
biases and assumptions from human software engineers 
working on them. The volume of code will make complete 

Airman 1st Class Colten Carey, 23d Maintenance Squadron (MXS) precision-guided munitions technician, examines Joint Direct Attack Mu-
nitions ( JDAM) 11 January 2018 at Moody Air Force Base, Georgia. The JDAM guidance kit converts standard bombs into “smart” munitions 
that are capable of autonomously engaging designated targets. (Photo by Airman Eugene Oliver, U.S. Air Force)
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understanding of the intricacies of every algorithmic 
decision and its effect on a warbot in diverse wartime 
situations very hard. And, the use of machine learning 
techniques will potentially deepen this obscuration.

Military members may experience even greater 
difficulty in understanding these algorithms because 
they lack a technical background as rigorous as the 
software engineers who will create the LAWS they 
operate. Warbot controllers may not even have 
access to the algorithms because of security con-
cerns; governments could guard them as national 
or proprietary secrets.35 This obscuration could be 
troublesome. Current concepts of jus in bello place 
responsibility for ethical employment of lethal 
autonomous systems on combatants and command-
ers, even though the decisions made by acquisition 
officials and software engineers will have equal or 
greater impact on warbot behavior.

Extending Jus in Bello 
Responsibilities

As the majority of combatants providing guid-
ance to LAWS will be incapable of fully understand-
ing how their warbots actually make lethal decisions, 
the software engineers and acquisition officials 
responsible for placing this equipment in their 
hands must bear partial ethical responsibility for 
the jus in bello violations of warbots on the battle-
field. Western legal systems do not hold defendants 
criminally responsible if they are mentally incapable 
of understanding their crime, so society should not 
hold combatants singularly responsible for decisions 
LAWS make on the battlefield that fall beyond their 
ability to comprehend.36 Instead, society holds indi-
viduals responsible for events in proportion to their 
ability to shape them. While combatants will always 
be responsible for jus in bello violations that result 
from operator error, system designers and acqui-
sition officials should bear blame proportionate to 
their responsibility for the violation.37 

Acquisition officials have ethical responsibili-
ties to author requirements for lethal autonomous 
systems that minimize the likelihood that they will 
violate the law of armed conflict. Specifically, gov-
ernment representatives will need to establish rigor-
ous standards for training algorithms and the testing 
of robotic systems in simulated and real-world 

environments to preclude likely errors. Defense 
contractors, in turn, have a duty to provide warbots 
that meet those requirements to the highest techno-
logical level possible and to inform governments of 
known vulnerabilities in algorithmic decision-mak-
ing and sensor perception. Companies that manufac-
ture self-driving cars hold responsibility for acci-
dents caused by design flaws.38 Therefore, companies 
that produce war machines with negligent flaws 
should rightfully face civil and potentially criminal 
penalties. Finally, both civilian and military leaders 
hold responsibilities to decree policies and rules of 
engagement that minimize combatant opportunities 
to place lethal autonomous systems in situations 
outside of their analytic and logical depth. 

Regardless of the difficulty, military leaders must 
make extensive efforts to prepare soldiers to un-
derstand the risks of employing lethal autonomous 
systems in predictable combat situations.39 Future 
militaries fielding LAWS may find that many of the 
cost advantages of automation dissipate in light of 
increased operator training costs and the testing 
required to fine-tune AI algorithms. The automation 
of battlefield tasks performed by humans will proba-
bly forge militaries with smaller numbers of combat-
ants who possess greater technical aptitude. 

Militaries should consider creating special classes 
of soldiers similar to joint tactical air controllers 
who receive enhanced training on the complexities 
of autonomous systems. Commanders could poten-
tially restrict control of warbots to these soldiers 
outside of emergency situations until artificial intel-
ligence matures further.40 A host of methodologies 
and specialized personnel exist to guide commanders 
in the employment of airstrikes and long-range fires 
to include targeteers, joint tactical air controllers, 
and forward observers. Militaries deploying LAWSs 
should consider creating analogous positions. 
Robotic experts could accompany field commanders 
and help them make difficult decisions regarding 
the employment of warbots on the battlefield just as 
targeteers help military leaders determine the risk 
of collateral damage during air strikes. Militaries 
may also need to form algorithm test and evalu-
ation cells that cultivate training data and create 
simulations that allow LAWS to be calibrated for 
specific theaters of combat and rules of engagement. 
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Methodologies for estimating the risk of employing 
LAWS could also aid commanders in their decisions 
to deploy warbots and establish norms for their use. 

During the next few decades, combatants will 
enter an age where their weapon systems will bear 
increasing portions of responsibility for their ability 

to successfully exercise force against legitimate 
military targets. Ethical concepts and policies need 
to advance in lockstep to ensure that technological 
changes do not result in ethical lapses by distributing 
jus in bello responsibilities proportionately on the 
human actors involved.  
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